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25+ Years where we come from…
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XENON – Storage Partners

The following are some of our storage partners
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Introduction

Hybrid Compute distributed globally is easy, but getting large data to the compute is not.

The Holy Grail is for research data to be where it is needed, when it is needed. 

There are some third party software that can be used to move data but this can make the environment more complex 
and costly as it requires yet another piece of the puzzle. Thus, we will look at some of the approaches our storage 
partners are taking to try to get closer to the main goal.

So, are we there yet?
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Simply Stream Data

Overview:
– Stream from “publicly” accessible sources
– You can create local read caches to boost re-read speed

Issues:
– Data write back becomes a challenge especially when running a hybrid 

workflows

Use Cases:
– Reference data accessible externally (can be via VPN, etc)
– Sequential workflows (At least to the location if caches are used)
– No need to write large amount of data back to original repository
– Source can accept data easily via other connection

Examples:
- Versity S3 Gateway – Bridge to file-based storage
- AIStore – Supports object stores as backends with local node caching
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Central Repository - Check-in/Check-out
Overview:
– Make “Cloud” the central repository
– You can create local read caches to boost re-read speed
– Writes are handled to local disks allowing for performant writes
– Checked-out data does not require connectivity back to source till 

check-in

Issues:
– Need to manage conflicts on check-in if multiple sites update the 

same data
– Extra disk space required for data for local cache
– Check-out to central cache requires extra resources to provide 

storage service to clients 

Use Cases:
– Workflows where sites do not work concurrently
– Data is maintained in a central repository already

Examples:
- Quantum Flex Sync (A part of StorNext and Myriad)
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Snap Replication

Overview:
– A snapshot of the area is copied up to remote. 
– Future updates only require delta updates.
– Snaps presented are read-writable.
– No need for central repository

Issues: 
– Initial snap replication can take a lot of time to a new remote site 
– Result data needs to be managed outside of the system
– For repeat workloads its best to keep data at remote which can add $$$
– Implementations tend to require a cluster available on remote to present the snap

Use Cases:
– Writable Clones are great for use cases when you want a point-in-time copy of data, 

but you don’t want the updates to propagate back to the global namespace.
– Follow the sun where snaps are used to rebuild each sequential site as only deltas 

need to be forwarded on.

Examples:
- WEKA
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Decentralized Global Namespace
Overview:
– Provides the same view of data across all sites at all times.
– Locking can be used to ensure data is always consistent
– Leasing can be used to speed up read by ensuring data is gravitated to a working site
– Path based synchronization ensures only data required is moved limiting requirement 

on how much space is required at the remote sites.

Issues:
– Lower data protection as data may become incomplete if remote site goes down and 

data is located at that site
– Writes at remote site are not ultra-high performant 
– Its not synchronous yet

Use Cases:
– When direct writes back to the namespace don’t need to be super performant.
– Consistent view of the namespace across all sites is required
– No modification of data handling workflow is possible
– Using a local scratch space and then using the namespace as a repository

Examples:
- VAST and Hammerspace

https://xenon.com.au/terms-of-use/


© 2024 XENON Systems Pty Ltd. All rights reserved. See Terms of Use. 9www.xenon.com.au© 2023 XENON Systems Pty Ltd. All rights reserved. See Terms of Use.

XENON Systems Pty Ltd
10 Westall Road, Springvale, Victoria 3171, Australia

www.xenon.com.au

P   +61 3 9549 1111
F   +61 3 9549 1199

E   info@xenon.com.au

A  member of the XENON Technology Group
www.xtg.com.au

Thank You

https://xenon.com.au/terms-of-use/
https://xenon.com.au/terms-of-use/
http://www.xenon.com.au/
mailto:info@xenon.com.au
http://www.xtg.com.au/

